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Abstract 

Digital medicine and smart healthcare will not be realised without the cognizant participation of clinicians. Artificial 
intelligence (AI) today primarily involves computers or machines designed to simulate aspects of human intelligence 
using mathematically designed neural networks, although early AI systems relied on a variety of non-neural network 
techniques. With the increased complexity of the neural layers, deep machine learning (ML) can self-learn and aug-
ment many human tasks that require decision-making on the basis of multiple sources of data. Clinicians are impor-
tant stakeholders in the use of AI and ML tools. The review questions are as follows: What is the typical process of AI 
tool development in the full cycle? What are the important concepts and technical aspects of each step? This review 
synthesises a targeted literature review and reports and summarises online structured materials to present a succinct 
explanation of the whole development process of AI tools. The development of AI tools in healthcare involves a series 
of cyclical processes: (1) identifying clinical problems suitable for AI solutions, (2) forming project teams or collaborat-
ing with experts, (3) organising and curating relevant data, (4) establishing robust physical and virtual infrastructure, 
and computer systems’ architecture that support subsequent stages, (5) exploring AI neural networks on open access 
platforms before making a new decision, (6) validating AI/ML models, (7) registration, (8) clinical deployment and con-
tinuous performance monitoring and (9) improving the AI ecosystem ensures its adaptability to evolving clinical 
needs. A sound understanding of this would help clinicians appreciate the development of AI tools and engage 
in codesigning, evaluating and monitoring the tools. This would facilitate broader use and closer regulation of AI/ML 
tools in healthcare settings.
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Background
The transformation and realisation of digital medicine 
[1] and smart healthcare [2] hinge upon the active and 
cognizant participation of clinicians in the entire devel-
opment process and cycle [3, 4]. Clinicians educated in 
these aspects could provide invaluable insights during 
the design stage of digital health technologies, includ-
ing artificial intelligence (AI)-enabled tools and systems 
[5]. This could ensure that these solutions meet their 
unique needs and preferences, emphasise patient safety 
and quality of care and facilitate seamless integration into 
clinical workflows [3]. Additionally, their endorsement 
and support foster adoption and acceptance among other 
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healthcare providers, drive innovation and ultimately 
optimise clinical outcomes [6, 7].

AI is the cognitive ability of machines made possible 
by mathematically designed neural networks (see the 
Glossary in the Additional File 1). The electronic neural 
networks are built to mimic the human neuronal plexus 
and are programmed to manage a myriad of data accord-
ing to their categories and to assign different factors of 
data different weights. The weights are decided from 
given data on specified outcomes, and this process is 
continuously being improved with ongoing receival of 
data. When vast amounts of data are interconnected, it 
enables new discoveries and creates opportunities that 
can transform personal experiences and advance sci-
ence in nearly all aspects of human life [8]. For example, 
interconnected health data can lead to early detection of 
diseases through predictive analytics, while personalised 
education platforms use linked learning data to tailor 
teaching methods to individual needs. In science, com-
bining datasets across disciplines can uncover patterns 
such as predicting climate change impacts or accelerat-
ing drug development through AI-driven simulations. 
The learning computer models are machine learning 
(ML) versions of AI, and deep learning (DL) is a version 
with multiple layers of neural networks. The predictive 
ability of such models is evaluated against the annotated 
or labelled outcome via weights applied to each vari-
able when they are included in the models. The models 
are self-learning, improving their performance through 

repeated adjustments (iterations) using a method called 
backpropagation which optimises the model by mini-
mising errors via a process known as stochastic gradi-
ent descent. This process in gauging the best weights for 
variables in the model as they progress through their dif-
ferent levels of complexity at the different neural layers. 
Other ML models include natural language processing 
and computer vision. Transformers are present when DL 
models differentially weigh the importance of each part 
of the input data and make natural-language processing 
possible (ChatGPT stands for the Chat Generative Pre-
trained Transformer). Augmented intelligence (AugI) 
is an AI that supplements and enhances humans’ ability 
instead of substituting it. There are FDA-approved soft-
ware, applications, programmes and devices that use 
AI to interpret a broad range of imaging modalities and 
diagnostic and prognostic assistance and help outline 
possible treatments for clinicians [9, 10]. It is important 
to discern between programmed computer systems and 
applications that mimic AI tools and systems but are not 
considered true AI. Table  1 shows examples of similar 
tools in these two categories in the healthcare industry.

The integration of AI into routine clinical care is accel-
erating, which is now reviewing patient histories, draft-
ing physician notes, offering patient instructions, and 
not just reading X-rays and histopathological images 
[11–14]. The appropriate use of AI technology in health-
care defined as ethical, clinically validated and seam-
lessly integrated applications that enhance patient care 

Table 1  A comparison of programmed computer systems and similar AI tools or systems

The content of the table was adapted from that given by ChatGPT3.5

No Programmed computer systems Similar AI tools or systems

1. Rule-based Clinical Decision Support Systems
• Drug‒drug interaction checkers
• Clinical guidelines adherence alerts

ML-based Clinical Decision Support Systems
• Deep learning models for predicting adverse drug reactions
• Reinforcement learning models for personalised treatment recommendations

2. Heuristic Diagnostic Systems
• Symptom checkers in telemedicine platforms
• Triage systems in emergency departments

ML-based Diagnostic Systems
• Deep learning models for medical image interpretation (e.g., radiology, pathology)
• Natural language processing (NLP) models for clinical note analysis

3. Chatbots for Healthcare Consultation
• Chatbots for scheduling appointments
• Symptom assessment chatbots for initial patient triage

NLP-based Healthcare Chatbots
• Chatbots using transformers for conversational AI
• Chatbots with sentiment analysis for understanding patient emotions

4. Pattern Recognition Systems
• ECG interpretation software
• Radiology image analysis tools for detecting abnormalities

ML-based Pattern Recognition Systems
• Deep learning models for heart disease diagnosis
• Convolutional neural networks (CNNs) for medical image classification

5. Clinical Documentation Templates
• Electronic health record (EHR) templates for progress notes
• Surgical procedure documentation templates

Natural Language Generation (NLG)-based Clinical Documentation Systems
• NLG models for automatically generating clinical notes
• NLG templates for surgical procedure documentation

6. Prescription Order Entry Systems
• Computerised physician order entry systems
• Prescription order templates in EHRs

NLP-based Prescription Order Entry Systems
• NLP models for extracting medication information from unstructured text
• NLP models for detecting potential medication errors

7. Diagnostic Coding Assistance Tools
• ICD- 10 code suggestion tools
• CPT code lookup databases

ML-based Coding Assistance Systems
• ML models for automated diagnostic coding
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and efficiency which is also potentially cost-effective [15]. 
This is when improved quality care by reducing variation, 
being safe and expedient [16, 17], transforming reactive 
healthcare to a more proactive approach, and focusing on 
health promotion, disease prevention and health man-
agement rather than disease treatment, resulting in fewer 
hospitalisations, fewer doctor visits and fewer treatments 
[18]. AI applications are projected to reduce annual 
healthcare expenditures in the USA by USD 150 billion 
by 2026, primarily through increased efficiency, improved 
diagnostics, and optimised care delivery [18]. However, 
all this AI advancement is not without great challenges 
from development to deployment [19–21], integration 
in clinical workflows [22, 23] and influences on doctor‒
patient consultation [24, 25]. Persistent concerns about 
integrating AI systems into existing clinical consultations 
include alert fatigue [26, 27], data quality, data security, 
transparency and accountability, alignment with stand-
ards and guidelines and unintended consequences along 
with model design requirements, and retention of clini-
cian autonomy [28]. The human factors and AI systems 
that may affect medical professionals’ interactions with 
technology could be related to perceptions of training 
data quality, performance of AI systems, explainability, 
adaptability, medical expertise (young versus experienced 
clinicians), technological expertise, personality, cognitive 
biases (proper understanding and use of AI outputs) and 
trust in the whole ecosystem [29]. Table 2 shows the real 
present challenges of AI technology in healthcare and its 
more certain progress in the near future. Globally, the AI 
healthcare market was valued at USD 20.9 billion in 2024 
and is anticipated to grow at a compound annual growth 
rate of 48.1% reaching an estimated USD 148.4 billion by 
2029. This growth reflects expanding investments in AI-
driven technologies and services across the healthcare 
sector [30].

This review explains the usual path for new AI tool 
development and deployment in healthcare and clini-
cal services. It concurs with other evaluation frame-
works [31, 32] (Table 3) and could be extended to include 
assessments of health economic benefits [33]. When 
selecting an evaluation framework, users should consider 
the specific objectives of their study as some frameworks 
focus on quality evaluation, transparent reporting or risk 

of bias, while others address specific stages, designs or 
disciplines. Depending on the purpose, a single frame-
work or a combination can guide study planning, imple-
mentation and reporting to ensure robust and impactful 
outcomes. However, articles with sufficient and clear 
technical explanations of the AI development process for 
clinicians are scarce [31, 32, 34]. Clinicians with a sound 
understanding of the whole development process of AI 
tools would help them engage in codesign, effective col-
laboration [35], evaluation and monitoring of the tools, 
and further facilitate broader use and closer regulation of 
these tools in healthcare settings [36].

Some reporting guidelines are study design specific 
(TRIPOD-AI for prognostic and diagnostic studies, 
STARD-AI for diagnostic test studies, SPIRIT/CON-
SORT and SPIRIT/CONSORT-AI for clinical trials), 
stage specific (DECIDE-AI for early clinical studies) or 
discipline specific (CHEERS-AI for health economy, 
IDEAL for surgery, and CLAIM and FUTURE-AI for 
radiology) [39].

How are AI tools and models developed according 
to clinicians’ needs?
This focused integrative review attempts to update and 
delineate practical knowledge on AI tools or model 
development throughout the whole process for clini-
cians. The review questions are as follows: What is the 
typical process of AI tool development in the full cycle? 
What are the important concepts and technical aspects 
of each step? The approach includes a targeted litera-
ture review and synthesised summaries from online 
courses, including but not limited to the AI for health-
care by the National University of Singapore (https://​
nusmed.​emeri​tus.​org/​ai-​for-​healt​hcare), the No Code 
AI and Machine Learning: Building Data Science Solu-
tions by the Massachusetts Institute of Technology 
(https://​profe​ssion​alonl​ine2.​mit.​edu/​no-​code-​artif​icial-​
intel​ligen​ce-​machi​ne-​learn​ing-​progr​am) and the Euro-
pean Information Technologies Certification Academy 
(EITCA) Artificial Intelligence Academy (https://​eitca.​
org/​certi​ficat​ion/​eitca-​ai-​artif​icial-​intel​ligen​ce-​acade​
my/). It strives to provide adequate technical knowl-
edge that is immediately useful for clinicians to appre-
ciate the development of AI tools and is able to engage 

Table 2  The present challenges and future uses of AI technology in healthcare

Present challenge Certain AI technology uses in future

1. Availability of high quality and quantity of data
2. Computing power that has sufficient storage and speed
3. Expertise and talents in data science, software engineering and domain 
experts under good data governance and policy
4. Robustly tested models or tools
5. Regulation of AI development

1. Mundane, repetitive and tasks require multifactual processing 
in administrative tasks
2. Images recognition AI models in radiology, pathology and ophthalmol-
ogy
3. Natural language models that read free text and recognises speeches

https://nusmed.emeritus.org/ai-for-healthcare
https://nusmed.emeritus.org/ai-for-healthcare
https://professionalonline2.mit.edu/no-code-artificial-intelligence-machine-learning-program
https://professionalonline2.mit.edu/no-code-artificial-intelligence-machine-learning-program
https://eitca.org/certification/eitca-ai-artificial-intelligence-academy/
https://eitca.org/certification/eitca-ai-artificial-intelligence-academy/
https://eitca.org/certification/eitca-ai-artificial-intelligence-academy/
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Table 3  Evaluation frameworks of AI studies

No Evaluation/reporting framework Content

1. APPRAISE-AI [32] This evaluates quality of AI studies in the model development across 6 domains: clinical relevance, data 
quality, methodological conduct, robustness of results, reporting quality and reproducibility. These 
domains include 24 items with a maximum overall score of 100 points. Higher points indicating stronger 
methodological or reporting quality

2. MI-CLAIM checklist [37] Minimum information about clinical artificial intelligence modelling (MI-CLAIM) is a tool to improve 
transparent reporting of AI algorithms in medicine. It aims to enable a direct assessment of clinical impact 
including fairness and bias, and second, to allow rapid replication of the technical design process of any 
legitimate clinical AI study. The six parts are: (1) study design comprises clinical setting, performance 
measures, population composition and current baselines to measure performance against, (2) data 
partitions for model training and testing, (3) optimisation and final model selection, (4) performance 
evaluation to be reported at the model itself, and the model’s clinical performance metrics, (5) model 
examination as a “sanity check,” to uncover biases, to understand model behaviour, (6) reproducible pipe-
line by complete sharing of the code

3. CODE-EHR checklist [38] The CODE-EHR framework aims to improve the design and reporting of research studies using structured 
electronic health-care data. It requests for clarity on reporting and defines a set of minimum and pre-
ferred standards for the processes involved in (1) coding, dataset construction and linkage, (2) details 
and transparency of the preceding step, (3) disease and outcome definitions, (4) analysis, and (5) research 
governance which emphasises on patient and public engagement throughout the development process. 
Researchers are advised to use this checklist in the design phase of their study to ensure that important 
criteria for successful research and research impact are being used

4. DECIDE-AI reporting guideline [39] This comprises key items to be reported in early-stage clinical studies of AI-based decision support 
systems in healthcare to facilitate the appraisal of these studies and replicability of their findings. It has 17 
AI-specific reporting items (with 28 subitems) and 10 generic reporting items with a paragraph for expla-
nation for each of this item

5. SPIRIT-AI reporting guideline [40] The SPIRIT-AI (Standard Protocol Items: Recommendations for Interventional Trials–Artificial Intelli-
gence) extension is a reporting guideline for clinical trial protocols evaluating interventions with an AI 
component. It includes 15 new items in addition to the core SPIRIT 2013 of 33 items. SPIRIT-AI requires 
clear descriptions of the AI intervention including instructions and skills needed for use, the setting 
in which the AI intervention will be integrated, considerations for the handling of input and output data, 
the human-AI interaction and analysis of error cases

6. CONSORT-AI extension [41] This includes 14 new items in addition to the core CONSORT 2010 items. It recommends investigators 
to provide clear descriptions of the AI intervention, including instructions and skills required for use, 
the setting in which the AI intervention is integrated, the handling of inputs and outputs of the AI inter-
vention, the human-AI interaction and providing analysis of error cases

7. The TRIPOD [42] and TRIPOD-AI [43] TRIPOD + AI contains a 27-item checklist that aims to promote the complete, accurate, and transparent 
reporting of studies that develop a prediction model or evaluate its performance. Complete reporting 
will facilitate study appraisal, model evaluation and model implementation. It assists in reporting research 
in which a multivariable prediction model is being developed (or updated), or validated (tested) using any 
(supervised) ML technique. The checklists are not a quality appraisal tool

8. PROBAST [44] and PROBAST-AI [45, 46] The Prediction model Risk Of Bias ASsessment Tool (PROBAST) comprises four domains (participants, 
predictors, outcome and analysis) and contains 20 signalling questions to facilitate risk of bias assess-
ment of prediction model studies from the study design, conduct to analysis. PROBAST-AI comprises two 
components: model development and model evaluation. In model development, users assess quality 
and applicability with 16 targeted signalling questions, while model evaluation uses 18 targeted ques-
tions to assess risk of bias and applicability. Both components share four domains—participants and data 
sources, predictors, outcome and analysis—with the prediction model’s applicability specifically rated 
in the first three domains

9. STARD-AI [47] Standards for Reporting of Diagnostic Accuracy Studies AI Extension (STARD-AI) is used to report diagnos-
tic accuracy/test studies. STARD-AI is underdevelopment

10. MINIMAR [48] MINimum Information for Medical AI Reporting (MINIMAR) guides on the minimum information neces-
sary to understand intended predictions, target populations, and hidden biases, and the ability to general-
ise these emerging technologies in four sections: (1) information on the population providing the training 
data, (2) training data demographics, (3) detailed information about the model architecture and develop-
ment and (4) model evaluation, optimisation and validation to clarify how local model optimisation can 
be achieved and enable replication and resource sharing

11. CLAIM [49] Checklist for Artificial Intelligence in Medical Imaging (CLAIM) is modelled after the STARD guideline 
and has been extended to address applications of AI in medical imaging that include classification, image 
reconstruction, text analysis, and workflow optimisation to guide complete reporting of research

12. CHEERS-AI [50, 51] Consolidated Health Economic Evaluation Reporting Standards-AI assist in describing health economic 
evaluations to estimate the value for money (cost effectiveness) of AI interventions
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with developers, vendors and researchers when con-
sidering clinical adoption and codesigning a new tool. 
ChatGPT 3.5, 4o and o1 (OpenAI, San Francisco, CA, 
USA) were used to assist in drafting and language 
editing of portions of this review. The authors have 
reviewed and edited the content produced by ChatGPT 
for accuracy and integrity, and accept full responsibility 
for the final version of the manuscript.

Overview of the AI development process
The development of AI in healthcare involves a series of 
cyclical processes (Fig.  1). It begins by identifying clini-
cal problems suitable for AI solutions, forming project 
teams or collaborating with experts, and organising and 
curating relevant data. The establishment of robust infra-
structure and architecture supports subsequent stages, 
including the exploration of AI neural networks on open 
access platforms and the validation of AI/ML models. 

Table 3  (continued)

No Evaluation/reporting framework Content

13.  IDEAL checklists [52, 53] The Innovation, Development, Exploration, Assessment, and Long-term (IDEAL) Framework describes 
the five stages through which surgical therapy innovation normally passes. Each IDEAL stage is defined 
by key research questions These are intended to provide a minimum list of concepts authors should 
include in a report of surgical and device innovation. It can also be used both prospectively to help plan 
a study and retrospectively to assist in appraisal. IDEAL-D Framework for Device Innovation is a consensus 
statement on the preclinical stage of development (Stage 0) [54]

14. FUTURE-AI checklist [55] The guiding principles of FUTURE-AI are 1) Fairness, 2) Universality, 3) Traceability, 4) Usability, 5) Robust-
ness and 6) Explainability. They aim to guide developers, evaluators and other stakeholders in delivering 
medical AI tools in health imaging that are trustworthy and optimised for real-world practice

15. OPTICA [56] Organisational PerspecTIve Checklist for AI solutions adoption (OPTICA) is a comprehensive and practi-
cal checklist tool to assess an adoption of AI solutions in health care organisations. It was developed 
through a consensus process involving multiple subject-matter domain
experts and decision-makers across the authors’ organisation. It comprises 13 chapters, each containing 
3 to 12 checklist items, totalled 77. No scoring but checklist items that require a qualitative, case-specific 
evaluation process

16. ALTAI [21, 57] Assessment List for Trustworthy AI (ALTAI) provided by the European Commission’s High-Level Expert 
group for Artificial Intelligence. It comprises seven requirements for Trustworthy AI: (1) human agency 
and oversight, (2) technical robustness and safety, (3) privacy and data governance, (4) transparency, (5) 
diversity, nondiscrimination and fairness, (6) societal and environmental well-being and (7) accountability, 
and 60 questions in total

Fig. 1  AL/ML tool development process
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Following registration procedures, clinical deployment 
and continuous performance monitoring occur. Finally, a 
commitment to improving the AI ecosystem ensures its 
adaptability to evolving clinical needs.

Clinical problem identification
This first step is the most important starting point for the 
rest of the development process (see Fig. 2). Some clini-
cal and biomedical problems in healthcare services could 
be best resolved with the help of an automated solution. 
These are problems or challenges that are technically fac-
tual, mechanical, repetitive and complex in nature owing 
to the need to process multiple aspects of healthcare ser-
vices, people in the health system or patient characteris-
tics (see tips and examples in Table 4). DL/AugI/ML does 
not help address personal values, health beliefs or emo-
tions that change until these constructs are measured 
in certain ways. Identifying the problem includes decid-
ing on the level of the problem for the AI technology to 
solve. This method is descriptive, diagnostic, predictive 
or prescriptive and uses either assistive or autonomous 
AI algorithms (Table 4). Descriptive AI models are about 
estimating the quantity of a certain condition, diagnostic 

models are about the probability of occurrence of certain 
conditions, prognostic models are predicting certain out-
comes, and prescriptive models suggest the most likely 
efficacious treatment. The order denotes an incremental 
level of value and complexity to be expected in the devel-
opment of the tool. Be as specific and clearly defined as 
possible with all the variables, especially the outcome 
variable (supervised learning models).

Forming a project team or collaborating with experts
A successful team must consist of individuals with the 
right skillsets. This includes data scientists for data vali-
dation, transformation, curation, and visualisation for 
AI/ML models; data engineers to implement data work-
flows, such as storage; data architects to design the sys-
tem architecture for data repositories; and a chief data 
officer to establish the data governance structure and 
policies. Clinicians, healthcare administrators and rel-
evant stakeholders, including patients and public groups, 
are essential for the planning, development, deployment 
and sustained use of the AI/ML tool. Additionally, health 
informatics professionals and business or industry part-
ners should be considered. To secure funding, the project 

Fig. 2  The process of identifying AI tools for clinical problems
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must address the tool’s ethical aspects, ensuring profes-
sional integrity, a clear balance of benefits over harm, jus-
tice and trustworthiness, with designated accountability 
for its implementation.

Data availability, organisation and curation
Relevant real-world data sources must be explored, 
annotated and preprocessed (Table  5). The availabil-
ity of high-quality and sufficient variables in the target 
population is crucial for AI solutions to address clinical 
problems. These data must be diverse and representative 
[58], properly labelled and curated to minimise bias and 
errors. Data will need to go through several stages before 
becoming useful for AI algorithmic models. These stages 
include standardisation (coding structured and unstruc-
tured data) for interoperability, cataloguing, deidentifica-
tion (pseudo or anonymisation), cleaning/transformation 
(validation), and linking and combining different sources 
into a single dataset. Managing a large amount of quality 

data within credible data governance structures remains 
a significant challenge [59].

Infrastructure and architecture for data repository and AI 
technology
An adequate capacity of computers and servers and 
accessories for operating large amounts of data at the 
optimal speed are needed (Table  6). Intelligence pro-
cessing units (IPUs) are rarer, especially on certain 
clouds, and are best used in graph-based AI algorithms. 
In scenarios where high-performance, energy-efficient 
hardware acceleration is required to handle demand-
ing AI workloads, enabling faster training, inference and 
deployment of AI models across various applications 
and industries. Another specialised hardware accelerator 
developed by Google is the tensor processing unit (TPU). 
It is specific to ML tasks, particularly those involving 
TensorFlow and Google’s open-source ML framework. 
Compared with traditional CPUs and GPUs, they offer 

Table 4  Tips for identifying clinical problems for AI solutions

The content of the table was adapted from that given by ChatGPT3.5

Tips in identifying a clinical problem for AI solutions Examples

1. Understand Healthcare Challenges
a. Can begin with your organisation’s value statements, then ponder 
on the current challenges and pain points within healthcare services. 
These could include issues related to
i. diagnosis accuracy,
ii. treatment effectiveness,
iii. patient outcomes,
iv. workflow inefficiencies,
v. resource allocation, or
vi. healthcare accessibility
b. May conduct medical audits to ascertain the relevant aspects or poten-
tial areas, or engage colleagues in services or those in the administration 
to explore and prioritise issues to be resolved
c. Identify potential use cases where AI can have a significant impact 
on improving patient outcomes, enhancing clinical decision-making, 
optimising healthcare delivery or reducing healthcare costs
d. Prioritise use cases based on factors such as clinical relevance, feasibil-
ity, scalability, and potential for positive impact
e. Literature review could be conducted to further understand related 
or prevalent problems, emerging trends, and possible interventions 
to improve the issues in healthcare delivery
2. Analyse Healthcare Data
a. Analyse available healthcare data, including electronic health records, 
medical imaging data, genomic data, wearable device data, and health-
care claims data. Look for patterns, trends, and anomalies that may 
indicate areas of concern or opportunities for intervention
3. Evaluate Feasibility and Resources
a. Assess the feasibility of implementing AI solutions for identified 
problems within the current healthcare ecosystem. Consider factors such 
as data availability, technical infrastructure, expertise needed, funding 
resources, and organisational readiness
4. Regulatory and Ethical Considerations
a. Consider regulatory requirements, ethical considerations, privacy 
concerns, and data security issues when identifying AI-driven solutions 
for healthcare problems. Ensure compliance with relevant regulations 
such as data protection regulations

Descriptive (Assistive AI):
An assistive AI algorithm that provides descriptive insights into patient 
demographics and healthcare utilisation patterns within a hospital system. 
This algorithm analyses historical data from electronic health records 
to generate reports and visualisations depicting patient demographics, 
admission rates, length of stay, and common diagnoses. Clinicians and hos-
pital administrators can use these insights to better understand patient 
populations, allocate resources effectively, and optimise healthcare delivery 
processes
Diagnostic (Assistive AI):
An assistive AI algorithm for medical image analysis that assists radiologists 
in diagnosing breast cancer from mammography images. This algorithm 
uses DL techniques to analyse mammography images and detect suspi-
cious lesions or abnormalities indicative of breast cancer. Radiologists can 
review the algorithm’s findings alongside their own assessments to improve 
diagnostic accuracy and reduce the risk of false positives or false negatives
Predictive (Autonomous AI):
An autonomous AI algorithm for predicting patient readmissions 
to the hospital within 30 days of discharge. This algorithm leverages ML 
algorithms trained on historical patient data, including demographics, 
medical history, diagnosis codes, and previous hospitalisation records. 
By analysing these data points, the algorithm generates personalised risk 
scores for each patient, indicating the likelihood of readmission. Health-
care providers can use these predictive insights to intervene proactively 
and provide targeted interventions to high-risk patients such as care coor-
dination, medication management or follow-up appointments to prevent 
readmissions and improve patient outcomes
Prescriptive (Autonomous AI):
An autonomous AI algorithm for personalised treatment recommendation 
in oncology. This algorithm analyses genomic data, tumour characteristics, 
treatment history, and clinical outcomes from a large database of cancer 
patients. Based on this analysis, the algorithm generates personalised 
treatment plans tailored to each patient’s unique profile, including chemo-
therapy regimens, targeted therapies or/and immunotherapies. Oncologists 
can use these prescriptive recommendations to make informed treat-
ment decisions and optimise patient outcomes while minimising the risk 
of adverse effects or treatment resistance
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Table 5  Data curation for AI tools

No Data curation step Explanation

1. Data Exploration This involves getting familiar with the dataset by examining its structure, size and basic statistics. This step 
helps identify any missing values, outliers or inconsistencies in the data. It provides insights into the distri-
bution of features and potential patterns that may exist within the datasets

2. Linking and Combining Different 
Sources into One Dataset

This involves integrating data from multiple datasets or sources into a single cohesive dataset. This step 
allows for a comprehensive analysis of data from various sources, enabling insights and patterns that may 
not be apparent when analysing individual datasets separately

3. Deidentification (Pseudo 
or Anonymisation)

Deidentification involves removing or obfuscating personally identifiable information from the dataset 
to protect individual privacy. This step is crucial for handling sensitive data and ensuring compliance 
with data protection regulations. Deidentified data can still be used for analysis and modelling while pre-
serving the anonymity of individuals

4. Data Annotation This involves labelling or tagging the data with relevant information such as class labels or categories, 
to prepare it for supervised learning tasks. This step is essential for training ML models as it provides 
ground truth labels for the algorithm to learn from. Data annotation can be done manually by human 
annotators or using automated tools, depending on the complexity and scale of the dataset

5. Data Preprocessing This critical step includes several substeps to clean and prepare the data for analysis or modelling. This 
may involve removing noise or irrelevant information, handling missing values, addressing class imbal-
ances, encoding categorical variables and scaling or normalising features. Data preprocessing aims 
to ensure that the data is in a standardised format and suitable for ML algorithms. This ensures that all 
features have a similar scale and distribution, which can improve the performance of certain ML algo-
rithms such as gradient descent-based methods. Common techniques include scaling features to have 
zero mean and unit variance (standardisation) or scaling features to a specified range (min–max scaling)

6. Data Quality Assurance This involves ensuring the integrity, accuracy and reliability of the dataset throughout the curation 
process. This includes conducting thorough checks for errors, inconsistencies or biases in the data, as well 
as validating the annotations and preprocessing steps. Data quality assurance aims to identify and rectify 
any issues that could impact the performance or validity of the ML models trained on the dataset

7. Data Splitting This involves dividing the dataset into training, validation, and test sets to evaluate the performance 
of ML models. A common practice is to split the data into a 70–30 or 80–20 ratio, with the larger portion 
allocated for training. The training set is used to train the model, the validation set is used to tune hyper-
parameters and optimise model performance, and the test set is used to evaluate the final performance 
of the model on unseen data. Proper data splitting ensures that the model’s performance estimates are 
unbiased and generalisable to new data

The quantity of unique inputs for features/variables in the datasets for AI/ML algorithms is in the thousands. When faced with a lack of data quantity 
or poor data quality even after data cleaning and preprocessing as mentioned above, there are several strategies that can be employed to overcome 
these challenges:

1. Data Augmentation This involves generating additional training samples by applying various transformations to the exist-
ing data. This includes random rotations, flips, crops or colour adjustments for image data, adding noise 
or perturbations for other types of data. Data augmentation helps increase the diversity and variability 
of the training data improving the model’s ability to generalise to unseen examples and reducing the risk 
of overfitting

2. Feature/variable Engineering This involves creating new features or transforming existing ones to improve the performance of ML 
models. This may include extracting relevant information from raw data, combining or aggregating 
features, or applying mathematical transformations to make the data more informative or discriminative. 
Feature engineering may improve the model’s ability to capture underlying patterns in the data

3. Ensemble Methods Combine predictions from multiple weak models to create a stronger and more robust model. Ensemble 
methods such as bagging, boosting or stacking can help mitigate the effects of noisy or low-quality data 
by leveraging diverse models and averaging their predictions

4. Semisupervised Learning Incorporate unlabelled data along with the limited labelled data to train the model may leverage 
the abundant unlabelled data to improve model performance and generalisation even when labelled 
data is scarce

5. Active Learning Strategically select which samples to label by iteratively training the model on a small labelled dataset, 
then using the model to select the most informative samples for annotation. This approach maximises 
the utility of limited labelling resources

6. Transfer Learning Utilise pretrained models on large, relevant datasets and fine-tune them on your smaller or lower-quality 
dataset. Transfer learning leverages the knowledge learned from the pretrained model to boost perfor-
mance on the target task with limited data

7. Domain Knowledge Integration Incorporate domain knowledge and expertise into the modelling process to guide feature selection, 
model architecture design and interpretation of results. Domain knowledge can help compensate 
for data limitations and improve the relevance and accuracy of the model’s predictions

The content of the table was adapted from that given by ChatGPT3.5
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significant speedups and cost savings, particularly for 
large-scale AI workloads running on TensorFlow-based 
frameworks. The operations of these data servers include 
strong cybersecurity (data encryption), data privacy, 
controlled access and updated regulatory policies on the 
proper use of the data, and supervised incremental learn-
ing of the AI/ML tools. In addition to security and proper 
governance, the ease and speed of access to different 
users are paramount. The physical and virtual infrastruc-
ture, and computer systems’ architecture must be scalable 
to meet the increasing needs and demands of the tools. 
Alternatively, cloud-based infrastructures offer more 
feasible services in AI tool development from algorithm 

building to deployment and scale AI applications by pro-
viding access to a rich ecosystem of resources and tools. 
The three main cloud service providers are Amazon Web 
Services (AWS), the Google Cloud Platform (GCP) and 
Microsoft Azure (Table 7). In addition to providing scal-
able infrastructure, it also provides robust data storage, 
management solutions and a wide range of AI develop-
ment tools and frameworks, such as TensorFlow and 
Azure Machine Learning, and application programming 
interfaces (APIs) to streamline the development work-
flow. Cloud services also facilitate collaboration among 
team members and simplify the deployment of AI mod-
els in production environments. Additionally, they offer 

Table 6  Different levels of computing power and AI technologies

The content of the table was adapted from that given by ChatGPT3.5

ASIC Application-Specific Integrated Circuit, BERT Bidirectional Encoder Representations from Transformers, CPU central processing unit, FPGA Field-Programmable Gate 
Array, GPU graphics processing unit, GPT Generative Pre-trained Transformer. The content of the table was adapted from that given by ChatGPT3.5, and 4o

No Specification of computer Level of AI technology

1. Entry-level CPU
(e.g., Intel Core i3, AMD Ryzen 3)

Basic machine learning algorithms, such as linear regression or decision trees, 
for small-scale data analysis and prediction tasks

2. Mid-range CPU
(e.g., Intel Core i5, AMD Ryzen 5)

More advanced machine learning algorithms including neural networks for tasks such 
as image recognition, natural language processing and recommendation systems

3. High-end CPU
(e.g., Intel Core i7/i9, AMD Ryzen 7/9, Apple M3 Pro )

High-performance computing (HPC) for training complex deep learning models 
on large datasets such as those used in medical imaging, autonomous vehicles 
and financial modelling

4. Entry-level GPU
(e.g., NVIDIA GeForce GTX 1650, AMD Radeon RX 550, 
Intel Arc A380 )

Accelerated computing for training and inference of machine learning models particu-
larly for tasks involving parallel processing such as computer vision, speech recogni-
tion and gaming. In general, GPUs are not optimised for AI/ML tools, consume lots 
of energy and may become outdated in short time

5. Mid-range GPU
(e.g., NVIDIA GeForce RTX 2060, NVIDIA RTX 
3060/4060, AMD Radeon RX 5600 XT, AMD RX 6700 XT )

Deep learning training and inference for applications requiring higher computa-
tional power and memory bandwidth such as real-time video analytics, virtual reality 
and autonomous drones

6. High-end GPU
(e.g., NVIDIA GeForce RTX 3080, AMD Radeon RX 6900 XT, 
AMD RX 7900 XTX, Apple M3 Ultra )

State-of-the-art deep learning research, training of large-scale models (e.g. GPT, BERT), 
and deployment of AI applications in industries like healthcare, finance and cyberse-
curity

7. FPGA (e.g., Xilinx, Intel Stratix 10) Customised hardware acceleration for specific AI tasks such as real-time inferencing 
in edge devices, network optimisation and hardware emulation of neural networks

8. ASIC (e.g., Google TPU v5e, Graphcore IPU, Tesla Dojo) Specialised microchips optimised for AI workloads, offering unparalleled performance 
and energy efficiency for tasks like neural network training and inference in data 
centres and edge devices

Table 7  The three main cloud service providers

The content of the table was adapted from that given by ChatGPT3.5

No Cloud Infrastructure Providers Cloud Services

1. Amazon Web Services (AWS)
https://​aws.​amazon.​com

AWS offers a comprehensive set of cloud-based AI services and tools, including Amazon SageMaker and AWS 
AI services. AWS also provides standalone AI frameworks like TensorFlow and PyTorch for users who prefer 
to develop and deploy AI models on their own infrastructure

2. Google Cloud Platform (GCP)
https://​cloud.​google.​com

GCP provides a range of cloud-based AI services, including Google Cloud AI Platform and AutoML, as well 
as TensorFlow Enterprise. GCP also supports standalone AI frameworks like TensorFlow and PyTorch for users 
who prefer to develop and deploy on their own infrastructure

3. Microsoft Azure
https://​azure.​micro​soft.​com

Azure offers a range of cloud-based AI services including Azure Machine Learning and Cognitive Services. 
Azure also supports standalone AI frameworks like TensorFlow and PyTorch for users who prefer to develop 
and deploy on their own infrastructure. Additionally, OpenAI’s GPT- 3.5-Turbo, GPT- 4 and DALL-E, Whisper, 
Babbage and Davinci are also available

https://aws.amazon.com
https://cloud.google.com
https://azure.microsoft.com
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monitoring and optimisation tools to ensure the optimal 
performance of AI applications.

AI neural networks on open access platforms
Many AI algorithms are readily available on open-access 
platforms (Table 8), with similar algorithms often already 
developed and tested. Choosing appropriate AI/ML mod-
els and methods is essential for resolving clinical chal-
lenges. The model selection framework should balance 
performance requirements with cost, risk, deployment 
needs and stakeholder expectations [60]. The choice of 
algorithm depends on the input type, whether speech, 
language, vision, decision-making, or a combination of 
these. For example, convolutional neural networks are 
ideal for image data, whereas recurrent neural networks 
are best suited for text and numerical data [61]. The 
development of new AI neural networks requires data 
scientists with advanced skill sets and is time-consuming.

AI/ML model validation
The selected or newly developed algorithm must undergo 
training, validation and testing on a curated dataset 
(Table 5). Its performance should be evaluated and com-
pared with that of the baseline model or standard of 
care before external validation, especially if the model 
is applied in different settings from where it was devel-
oped and then deployed in practice [37]. Table 9 shows 

the classification tasks and ML strategies on data [60, 
61]. Both nonclinical and clinical validation are essen-
tial to establish its performance, ensuring its integration 
into routine clinical workflows, usability and positive 
effects on clinical outcomes. Properly designed clinical 
research, including clinical trials, may be necessary to 
assess its real-world clinical impact. Table 3 outlines rec-
ommendations for evaluating AI tools in clinical settings, 
whether as diagnostic or prognostic tools. Once final-
ised, the results are published for broad dissemination 
and peer scrutiny. It is also critical to explore and address 
any ethical and legal implications associated with using 
these tools in healthcare, as liability risks may arise from 
sources of error, error identification, potential harm and 
legal redress [62].

Registration
The registration of tools with relevant authorities is typi-
cally carried out by the manufacturer, developer or the 
organisation responsible for the AI tool. In many cases, 
this involves collaboration between technical and regula-
tory teams within the organisation to ensure compliance 
with the regulatory requirements of the target market. 
Tools registration with relevant authorities such as medi-
cal device authorities could increase the likelihood of 
successful implementation and deployment in the real 
world [63]. The evaluation criteria differ across countries, 

Table 8  Examples of open sources for AI algorithms

Other Popular Open-Source AI Frameworks: 1) JAX – Google’s high-performance framework for scientific computing and neural networks; popular in academic circles 
for its composability and speed via XLA compilation. 2) Hugging Face Transformers – A hub and library for state-of-the-art pretrained models, especially for NLP and 
multimodal AI; works with PyTorch, TensorFlow, and JAX. 3) FastAI – A high-level wrapper around PyTorch designed for rapid prototyping and educational purposes. 
4) ONNX – A standard exchange format for model interoperability across different frameworks; critical for deployment and hardware optimization. The content of the 
table was adapted from that given by ChatGPT3.5, and 4o

No Open-source algorithm Characteristics and examples

1. TensorFlow
https://​www.​tenso​rflow.​org

Developed by Google Brain Team. It is well-suited for complex deep learning tasks and large-scale 
projects. Consider using TensorFlow for tasks such as image classification, natural language process-
ing and reinforcement learning. Widely used for deep learning tasks such as medical imaging analysis, 
genomics and clinical natural language processing

2. PyTorch
https://​pytor​ch.​org

Developed by Facebook’s AI Research lab (FAIR). PyTorch offers dynamic computational graphs, making 
it suitable for research and experimentation. Consider PyTorch for prototyping and implementing cut-
ting-edge deep learning models. Leverage PyTorch’s flexibility and simplicity for rapid model iteration 
and debugging. PyTorch is popular in academia and research due to its ease of use and Pythonic syntax

3. scikit-learn
https://​scikit-​learn.​org/​stable/

Built on top of NumPy, SciPy and matplotlib. It is ideal for traditional machine learning tasks such 
as classification, regression and clustering. Consider scikit-learn for projects with structured data 
and well-defined features. Provides simple and efficient tools for data mining and data analysis tasks 
such as disease prediction, diagnosis and drug discovery

4. Keras
https://​keras.​io

High-level neural networks API, running on top of TensorFlow or Theano. It offers a user-friendly 
interface for building and training neural networks, and simplifies the process of building, training 
and deploying neural networks. Take advantage of Keras’s simplicity and modularity to iterate quickly 
on model architectures and hyperparameters. Keras seamlessly integrates with TensorFlow for produc-
tion deployment

5. Apache MXNet
https://​mxnet.​apache.​org/​versi​ons/1.​9.1/

Developed by Apache Software Foundation. It supports multiple programming languages includ-
ing Python, R, Scala, and Julia. Known for its scalability, efficiency and flexibility, making it suitable 
for projects requiring scalability and performance optimisation across multiple programming lan-
guages such as in distributed deep learning and model serving in production environments

https://www.tensorflow.org
https://pytorch.org
https://scikit-learn.org/stable/
https://keras.io
https://mxnet.apache.org/versions/1.9.1/


Page 11 of 19Chew and Ngiam ﻿BMC Medicine          (2025) 23:244 	

which may include an effectiveness trial [32]. AI tools in 
the UK are classified as medical devices and therefore 
require Medicines and Healthcare products Regulatory 
Agency (MHRA) approval bearing the “United Kingdom 
Conformity Assessed” (UKCA) logo. However, AI tools 
in Europe are regulated by the EU Medical Device Regu-
lation (EU MDR) and bearing the “Conformité Europée-
nne” logo to be marketed in Europe. In the USA, AI tools 
are regulated by the Food & Drug Administration (FDA) 
(https://​www.​fda.​gov/​scien​ce-​resea​rch/​scien​ce-​and-​
resea​rch-​speci​al-​topics/​artif​icial-​intel​ligen​ce-​and-​medic​
al-​produ​cts). FDA classifies AI tools based on their risk 
level and intended use following pathways such as 510(k) 
premarket notification, De Novo classification or pre-
market approval. Many AI tools are categorised as Soft-
ware as a Medical Device and must meet rigorous criteria 
for safety, effectiveness and transparency including Good 
Machine Learning Practices. Post-market surveillance is 
often required to monitor real-world performance while 
labelling must clearly define intended use, performance 
metrics and limitations. European AI Act [64] prohibits 
AI systems that collect sensitive personal information 
that causes discrimination, manipulates human behav-
iour or exploits vulnerabilities of certain groups of people 
at all social places. The core principle is that AI “… should 
be a human-centric technology. It should serve as a tool 
for people, with the ultimate aim of increasing human 
well-being.” Clinicians play a vital role in evaluating AI 
tools’ suitability for their practice and ensuring their safe 
and effective use.

While regulatory frameworks vary across regions, a 
unifying principle among global authorities is the empha-
sis on ensuring that AI tools align with ethical standards, 
prioritising human well-being, fairness and accountabil-
ity. These principles not only guide the evaluation and 
approval processes but also ensure that the implemen-
tation of AI tools remains consistent with societal val-
ues and promotes trust among users and stakeholders. 
The ethical principles of nonmaleficence, beneficence, 
autonomy and justice with added governance and associ-
ated principles of privacy, diversity, inclusiveness, trans-
parency, reliability, fairness, social good, well-being, 
sustainability, auditability, explicability, interpretabil-
ity and quality data are referred to in high-level policy 
documents [65–68] (see Fig. 3, and Additional File 2: AI 
Ethics and Policy Frameworks from the United Nations 
Educational, Scientific and Cultural Organization 2022 
[7, 65, 69], UN Resolution on AI 2024 [66], International 
Scientific Report on the Safety of Advanced AI: Interim 
Report 2024 [70], Diversity, INclusivity and Generalis-
ability: STANDING Together project team 2023 [58], US 
Executive Order on AI 2023 [67], Artificial Intelligence 
Act European Parliament/2024 [68], Harmonised Stand-
ards for the European AI Act: European Parliament 2024 
[71], Ethics and governance of artificial intelligence for 
health: World Health Organization guidance 2021 [72], 
Organization for Economic Cooperation and Develop-
ment AI Principles 2019 [73], Universal Guidelines for 
AI: Center for AI and Digital Policy 2018 [74], Asilomar 
AI Principles: Future of Life Institute 2017[75]). These 

Table 9  ML learning, techniques and evaluation metrics

DBSCAN Density-Based Spatial Clustering of Applications with Noise, Isomap Isometric Mapping is a nonlinear dimensionality reduction technique, LDA Linear 
Discriminant Analysis, PCA Principal Component Analysis. The content of the table was adapted from that given by ChatGPT-4o

No ML learning Techniques Key evaluation metrics

1. Supervised Learning: Models trained 
on labelled data to predict outcomes

• Regression: Support Vector Machines, Neural 
Networks, Ridge Regression, Lasso, Random 
Forest
• Classification: Decision Trees, Random  
Forest, Support Vector Machines, Discriminant 
Analysis, Naïve Bayes, Nearest Neighbour, 
Neural Networks

Accuracy: Proportion of correct predictions 
or overall correctness
Sensitivity (Recall): Measures the model’s ability 
to  
correctly identify positive cases
Specificity: Indicates the model’s ability to  
correctly identify negative cases
Positive Predictive Value (Precision): Helps 
understand the likelihood that a positive  
prediction is correct
F1 Score: Harmonic mean of precision and recall
ROC-AUC (Receiver Operating Characteristic 
—Area Under Curve): Assesses the trade-off 
between sensitivity and specificity. Think of it as 
an overall ability to distinguish between positive 
and negative cases

2. Unsupervised Learning: Models that 
identify patterns in unlabelled data

• Clustering: K-Means, K-Medoids, Fuzzy 
C-Means, Hierachical, DBSCAN, Gaussian  
Mixture, Hidden Markov Model, Neural  
Network),
• Dimensionality Reduction: PCA, LDA,  
Isomap, Autoencoder

3. Semi-Supervised Learning: Combines 
a small amount of labelled data with a 
large amount of unlabelled data during 
training

Both of the above

4. Reinforcement Learning: Models learn 
by interacting with an environment to 
achieve a goal

Markov Decision Process

https://www.fda.gov/science-research/science-and-research-special-topics/artificial-intelligence-and-medical-products
https://www.fda.gov/science-research/science-and-research-special-topics/artificial-intelligence-and-medical-products
https://www.fda.gov/science-research/science-and-research-special-topics/artificial-intelligence-and-medical-products
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principles, in the form of typology according to the dif-
ferent stages of the AI life cycle and sources, are available 
here (https://​ricar​do-​ob.​github.​io/​tools​4resp​onsib​leai/#​
title-​cite) [76] and foster the development of responsible 
AI tools and systems by technical and nontechnical per-
sons, balancing the risk and benefits to the public [77]. AI 
tools and systems are prohibited by the European Union’s 
AI Act if they manipulate cognitive behaviours, classify 
the traits and status of people through facial or emotion 
recognition and collect sociobiological characteristics 
such as sexual orientation or religious beliefs into various 
forms of social scoring or biometric categorisation [68].

Clinical deployment and monitoring of performance
Deployment is the method by which the tested AI tools 
are integrated into an existing clinical workflow to make 
practical healthcare decisions (outputs) on the basis of 
data (input). The best deployment strategy would con-
sider the software systems or applications environment 
where the AI tools are to be deployed. If this system is 
a web service or electronic health records system, then 
it will require an API to enable data pipeline integration 
where the input and output could be executed. The easier 
the deployment process, which includes having the same 
API endpoint references, the faster the model improve-
ments are. The design of the user interfaces must allow 
alerts or notifications to be displayed noninterruptively 
but effectively to achieve practice efficiency and provider 

acceptance and adoption. This could be tested via “silent” 
or “shadow” deployment, which is deployed in the actual 
environment but not fully for routine use. Another 
important step before deployment to production is the 
quality testing of scalability and performance optimi-
sation in scenarios when high data flow occurs. The 
final deployment approach is likely a decision between 
the budget, availability of the infrastructures and the 
required performance of the AI tools.

Another important task is to train clinicians and team 
members in healthcare facilities where tools are used or 
integrated into the electronic medical records system. 
Promoting human-AI teaming would augment perfor-
mance and safeguard autonomy but require calibrated 
design, support and monitoring [34]. Be prepared to 
explain the decision process of the AI/ML tools and be 
present to support their use. This responsibility often lies 
with a collaborative effort between the developers and the 
clinical staff, with oversight from regulatory bodies. Neu-
ral networks in AI are often called “black boxes” because 
their internal workings are complex and not easily under-
stood. This lack of transparency can be problematic in 
healthcare where understanding how decisions are made 
is crucial. To address this, techniques like SHAP (Shap-
ley Additive Explanations) and LIME (Local Interpret-
able Model-agnostic Explanations) help identify which 
input features most influence the AI’s decisions. Visu-
alisation tools such as Grad-CAM (Gradient-weighted 

Fig. 3  AI ethics that may determine progressive or regressive outcomes. *Different age groups, cultural systems and language groups, persons 
with disabilities, girls and women, and disadvantaged, marginalised and vulnerable people or people in vulnerable situations. SDG = Sustainable 
development goals.

https://ricardo-ob.github.io/tools4responsibleai/#title-cite
https://ricardo-ob.github.io/tools4responsibleai/#title-cite
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Class Activation Mapping) can highlight areas in medical 
images that the AI focuses on, providing insights into its 
decision-making process [78].

The tool’s effect in clinical care should be measured, 
and the incremental learning of the tool should be super-
vised. Additionally, monitoring should continue  for any 
unwanted effects arising from its use including data 
integrity, cybersecurity and impact mitigation in cases 
of breach and functional recovery  [79]. A medical algo-
rithmic audit could and should be conducted if it was not 
performed before real-world deployment [80]. Changes 
in the clinical practices such as changing guidelines, 
treatments or diagnostic protocols can render previ-
ously trained models less effective over time. Be vigilant 
and prepared to retrain the AI/ML algorithm if the per-
formance has drifted to below expectations. Clinicians, 
developers and IT teams must remain vigilant in moni-
toring AI performance for signs of drift, with clinicians 
reporting inconsistencies and developers tracking key 
metrics. This includes prediction accuracy, response 
time and resource utilisation. Developers are primarily 
responsible for retraining models, using updated data 
and collaborating with clinical staff to ensure relevance, 
while compliance teams ensure adherence to regulatory 
standards. Retraining involves collecting new data, refin-
ing the model, validating updates and carefully redeploy-
ing the system with ongoing performance monitoring. 
Any update done to the tools may require a notification 
to the regulatory body, and it is essential to consult spe-
cific guidelines and maintain open communication with 
the relevant regulatory body.

AI ecosystem improvement
Actively engage stakeholders and the public with the tool 
throughout the development-deployment-monitoring 
process. This could improve confidence and progress 
the AI ecosystem in the country [17]. This approach 
aims to improve broader and better perceptions of AI/
ML technologies, invite more keen interest and training 
from experts, and establish central governance, trusted 
custodian, ethical value and proper regulation. This may 
increase the investment and uptake of AI technologies in 
healthcare and research that are supported by sufficient 
funding and infrastructure to allow freedom to innovate 
and implement more AI/ML tools. Ethical considerations 
around data privacy and patient safety are well-known 
challenges that must be addressed [81, 82]. Similarly, tra-
ditional medical principles remain crucial as they uphold 
patient dignity and foster mutual trust among doctors, 
patients and society. Establishing a successful partner-
ship between technology companies, which provide tech-
nological expertise, and healthcare facilities which offer 
data and expert input, is essential. This partnership must 

be both regulatory compliant and economically benefi-
cial to ensure the effective implementation and deploy-
ment of algorithms [83].

Experiences in National University Health System, 
Singapore
This research shares the experience and valuable les-
sons of the National University Health System, Singa-
pore (NUHS), in obtaining AI tools for production in 
healthcare services. NUHS’s experience in implementing 
AI-driven healthcare systems offers valuable insights for 
institutions pursuing similar transformations. Success in 
AI implementation extends beyond the technology itself, 
requiring four critical elements: (1) establishing robust 
data infrastructure, (2) building organisational trust, (3) 
ensuring continuous human oversight through commit-
tees and (4) committing to long-term engagement with 
AI technology [84].

They developed the ENDEAVOUR AI platform, a com-
prehensive AI system that integrates various tools to 
streamline operations [85]. Additionally, they established 
DISCOVERY AI, a private AI training cloud featuring 
NVIDIA DGX A100 s to support the development of AI 
models, which functions as both a production system and 
a research sandbox for modular machine learning tools 
[16, 85]. It adheres to local and international regulatory 
guidelines, with data anonymized by removing identifi-
ers such as names, addresses and identification numbers. 
A robust master governance structure ensures equitable 
data access, centralised anonymisation and differential 
data linkage. Data access and sharing are overseen by 
custodians of specific databases and a dedicated commit-
tee. This governance framework also manages research 
administration, including institutional review board pro-
cesses and collaborative agreements. Integrated with the 
electronic health record system, the platform leverages 
multiple clinical data and research databases through 
embedded algorithms to enable many AI predictions.

With both the ENDEAVOUR AI platform and DIS-
COVERY AI, a series of AI tools have been developed 
and successfully deployed for clinical care, while some 
have undergone internal validation within the institution 
and are pending full peer-reviewed publication [84, 85]. 
An AI-driven system, the Pathfinder Dashboard (Addi-
tional File 3 shares the experience of Pathfinder Dash-
board AI tools development and challenges according to 
the nine steps mentioned in this review) predicts patient 
wait times and manages patient inflows at the emergency 
department, enhancing care quality and patient satisfac-
tion. Should patients have to be admitted for inpatient 
care, the estimated length of stay model predicts patient 
hospital stays, ensuring timely and appropriate care and 
thus optimising the effective planning and allocation of 
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resources [86]. When discharge is possible or decided 
upon, the 30-day readmission prediction model could 
personalise patient care to prevent readmission and 
reduce hospital costs. The Disease Progression Modelling 
tool enables earlier intervention by anticipating disease 
progression, particularly for chronic conditions, and the 
Pharmacogenomics Alerts System tailors medication rec-
ommendations on the basis of genetic profiles, enhancing 
precision medicine and reducing adverse drug reactions. 
NUHS has enhanced patient communication with vari-
ous chatbot systems, including RUSSELL-GPT [87], 
which provides instant responses and personalised health 
information. These chatbots use advanced GPT models 
to cater to both patients and researchers while maintain-
ing data security. For managing chronic diseases, all AI 
tools at NUHS are integrated with the Epic EMR System, 
providing a unified AI dashboard that offers comprehen-
sive insights. This integration enhances decision-mak-
ing and patient care by consolidating information and 
streamlining hospital operations.

There is the CURATE.AI to optimise chemotherapy 
treatments for prostate cancer [88] and solid tumours 
[89]. It has also been applied to personalise dose selection 
[90] and to tailor immunosuppressant drug dosages for 
liver transplant patients to prevent organ rejection [91]. 
NUHS introduced the Chronic Disease Management 
Programme (CHAMP) Chatbot System, which engages 
patients with reminders and follow-ups via WhatsApp. 
Compared with similar programmes, this tool aims to 
improve patient adherence to treatment plans, leading to 
higher enrollment rates and lower dropout rates.

Discussion
Developing and translating AI innovations from research 
to clinical practice faces significant challenges often 
referred to as the “valley of death” [92]. These include 
the complexity of identifying the right pain point, clini-
cal validation, regulatory hurdles and the need for robust 
evidence of efficacy and safety, registration with the regu-
latory body and communication with trust with health-
care stakeholders for integration into an existing clinical 
workflow [93, 94]. Additionally, the lack of standardised 
reporting and evaluation frameworks complicates the 
explainability and interpretability for the integration of 
AI tools into healthcare settings [95]. Clinicians who are 
more than aware of the full cycle of AI tools development 
delineated in this paper could facilitate the development, 
reporting, assessment and smoother transitions from 
bench to bedside of these tools [96, 97].

The most important step and challenge to tackle is the 
biases in training data. This could perpetuate healthcare 
disparities such as the underrepresentation of specific 
demographic groups or the reinforcement of historical 

biases in data collection [98]. Compounding this issue 
would be a dataset shift post-deployment where the 
model’s operational environment differs from its train-
ing environment causes a degrade performance and 
compromise generalisability [99]. Mitigating these chal-
lenges requires careful dataset curation to have diverse 
and representative samples, along with the deployment of 
bias detection and mitigation strategies [100]. Rigorous 
external validation across varied populations and settings 
is essential to ensure the reproducibility and generalis-
ability of AI models, both of which are foundational to 
achieving fairness, equity and clinical adoption [101].

Beside the strategies alluded to when faced with a lack 
of data quantity or poor data quality, there are several 
strategies generative AI can offer. This includes creating 
synthetic data based on the electronic health records, 
omics data and bioimages to train diagnostic and pre-
dictive models [102, 103]. This transformative potential 
alleviates data scarcity, enhances patient privacy and ena-
bles the simulation of rare or complex clinical scenarios. 
However, challenges remain in ensuring that synthetic 
data maintains the variability and complexity of real-
world datasets to achieve reproducibility [104]. For AI 
models trained on synthetic data, rigorous testing and 
validation are necessary to confirm that they generalise 
accurately to diverse populations and clinical realities. 
Addressing these challenges allows generative AI to sig-
nificantly enhance the robustness and utility of health-
care AI systems.

Evaluating AI models against professional clinicians is 
crucial to understanding their clinical utility and assess-
ing their algorithmic quality [105]. While some AI mod-
els achieve expert-level accuracy, a lack of rigorous study 
design often leads to overestimated performance claims. 
Comparative studies and standardised evaluation frame-
works are critical for determining whether AI tools can 
complement or enhance human decision-making in 
healthcare [93]. Such evaluations are vital for building 
confidence among stakeholders and ensuring the safe and 
effective deployment of AI in clinical practice.

Reproducibility and generalisability are critical pil-
lars for ensuring the effective translation, application, 
and evaluation of AI models that has been developed for 
healthcare. Reproducibility demands consistent results 
through transparent documentation of data collection, 
preprocessing and model training, fostering trust and 
reliability [106]. Generalisability ensures that AI models 
perform accurately and equitably across diverse popula-
tions, clinical settings and evolving medical practices, 
addressing key challenges such as dataset biases and 
shifts [107]. These principles are essential for validat-
ing all AI tools and ensuring robust, scalable solutions. 
By integrating these considerations across the entire AI 
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lifecycle, from development to deployment, clinicians 
and developers can create innovative, equitable and relia-
ble tools that meet the demands of real-world healthcare.

All AI systems, regardless of type, follow a similar life 
cycle as described in this review. The primary differences 
lie in complexity, scalability, interpretability, resource 
demands and training methodology. Traditional AI/ML 
models that utilise established statistical or rule-based 
techniques with manually chosen features are typically 
simpler, more interpretable and less computationally 
demanding. Neural networks and deep learning models 
that employ layered neuron-like architectures that learn 
patterns from raw data could scale well with large data 
but require more computational resources and are harder 
to interpret. Generative AI models implement advanced 
frameworks that generate original outputs by modelling 
data distributions do push these challenges further, often 
requiring massive data and compute resources, more 
complex training regimes (pretraining plus fine-tuning), 
and specialised evaluation and monitoring strategies.

Conclusions
This review presents a straightforward explanation of the 
entire development process of AI tools, outlined in nine 
cyclical and iterative steps, which could enhance under-
standing among clinicians. More importantly, the presen-
tation with many infographics and examples, combined 
with adequate technical details, has the potential to reach 
a broader audience, particularly in countries that face 
greater inequities in the health AI/ML literature [108, 
109] and are at risk of health disparities from this tech-
nology [110, 111]. Notably, other great challenges include 
win‒win partnerships between technology companies 
such as technological know-how, health-care facilities, as 
data sources, and expert inputs to algorithms [112, 113]. 
This is to be regulatory, acceptable and economically 
rewarding to the two stakeholders [83, 114]. Robust AI 
tools are those that resolve real-world clinical problems, 
are developed by a team of relevant stakeholders, are 
trained on broad-based high-quality data; are validated 
externally, prospectively and in controlled trials or equiv-
alently. They perform in real time, are unbiased, safe and 
trustworthy with acceptable human‒AI tool interactions 
[20], are quick in algorithm updates to cover emerging 
diseases,  are controllable by human agents, are accept-
able to target users who are either explainable or unex-
plainable [5, 115], and are ethically justifiable and legally 
compliant [116]. Challenges in attaining high-performing 
AI systems include having high-quality infrastructures in 
terms of computing power, memory and storage capac-
ity, high-speed internet connectivity, low-latency net-
working, more energy efficient computing technology 
(quantum computing and optical computing) [117], and 

scalability and elasticity that are supported by ethics and 
regulatory compliance data governance [118].

Ultimately, AI/ML tools offer significant benefits by 
reducing systemic, sporadic medical errors and enhanc-
ing patient care quality. These tools streamline health-
care processes, integrate seamlessly into health systems 
and are continuously monitored to ensure safety and 
effectiveness. Having legal framework that ensure com-
pliance with data security, protection and privacy poli-
cies, positive economic impacts or at least an oversight 
by an established data governance body including rep-
resentation from the public and patients could further 
strengthens accountability and trust in their use [119]. 
Accordingly, success clinical integration and implemen-
tation of AI tools must include building trust and con-
fidence among clinicians in the development process, 
having quality data, and risk levels are understood by 
all stakeholders and mitigated as a team with clinicians 
[120], satisfying fairness, equity, robustness, privacy, 
safety, transparency, explainability and accountability 
with assured benefits for patients, healthcare providers 
and the organisation involved [121].

As the field of AI is anticipated to evolve quickly with 
new technologies and algorithms, it is essential for all 
stakeholders including clinicians, to stay informed about 
new guidelines, reporting standards for AI tools and sys-
tems, and the application of AI in medicine (see Table 2 
on some of the important organisations on AI-related 
matters in Additional File 1) [116].
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